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Derivation of the Transfer function HB,k2
(s) for motif S1, Eq. 5

Consider motif S1 (main paper):
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with the rate equations:

dA(t)

dt
= Ȧ(t) = k1(t) − k2(t)A(t) + k−2(t)B(t) − k−1(t)A(t) (A1)

dB(t)

dt
= Ḃ(t) = k2(t)A(t) − k3(t)B(t) − k−2(t)B(t) + k−3(t) (A2)

and the rate constantsk1(t), k2(t), k3(t), k−1(t), k−2(t) andk−3(t).

The steady state concentrationsAss andBss are given by Eq. A3 and no perfect adap-
tation can exist, because bothAss andBss depend on all rate constants such that for all
ki we have nonzero control coefficients, i.e.,CAss

ki
6= 0 andCBss

ki
6= 0.

Ass =
k−2(k−3 + k1) + k1k3

k3(k−1 + k2) + k−1k−2
; Bss =

k−3(k−1 + k2) + k1k2

k3(k−1 + k2) + k−1k−2
(A3)

However, by introducing an irreversibleinput to the system (as indicated in the main
paper), for example by settingk−1 = 0, robust perfect adaptation inB(t) with respect
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to a step-wise change ink2 (or k−2) can be observed. The reason for this is thatB(t) is
now independent ofk2 or k−2, becauseBss = k1+k−3

k3

. However,B(t) is still connected
to k2 andk−2 as can be seen by inspecting the transfer functionHB,k2

(s) for the entire
scheme S1, Eq. 5 (see below).

Ass, however, still depends on the remaining rate constants andtherefore shows no
perfect adaptation. Introducing irreversibility in scheme S1 by settingk−2 = 0 or/and
k−3 = 0, will not lead to perfect adaptation for neitherA norB, because also in these
casesAss andBss still depend on all the other rate constants.

In order to find the transfer function matrixH(s), the system is linearized around the
steady states valuesAss andBss, and the rate constantsk1, k2, k3, k−1, k−2 andk−3,
which gives the following linear model

∆Ȧ(t) = − (k2 + k−1)∆A(t) + k−2∆B(t)

+ ∆k1(t) − Ass∆k2(t) − Ass∆k−1(t) + Bss∆k−2(t) (A4)

∆Ḃ(t) =k2∆A(t) − (k3 + k−2)∆B(t)

+ Ass∆k2(t) − Bss∆k3(t) − Bss∆k−2(t) + ∆k−3(t) (A5)

or, in matrix form
[

∆Ȧ(t)

∆Ḃ(t)

]

=

[

−(k2 + k−1) k−2

k2 −(k3 + k−2)

] [

∆A(t)
∆B(t)

]

+

[

1 −Ass 0 −Ass Bss 0
0 Ass −Bss 0 −Bss 1

]

















∆k1(t)
∆k2(t)
∆k3(t)
∆k−1(t)
∆k−2(t)
∆k−3(t)

















(A6)

The transfer function matrix can be found from the relationship (Eq. 3, main paper):

H(s) =
∆I(s)

∆k(s)
= (sI − A)−1B (A7)

where∆k(s) = [∆k1(s), ∆k2(s), ∆k3(s), ∆k−1(s), ∆k−2(s), ∆k−3(s)]
T , and

∆I(s) = [∆A(s), ∆B(s)]T . Applying Eq. A7 to the linear model in Eq. A6 gives the
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following transfer function matrix

H(s) =

[

s + k2 + k−1 −k−2

−k2 s + k3 + k−2

]

−1 [

1 −Ass 0 −Ass Bss 0
0 Ass −Bss 0 −Bss 1

]

=
1

(s + k2 + k−1)(s + k3 + k−2) − k2k−2
·

[

s + k3 + k−2 k−2

k2 s + k2 + k−1

]

·

[

1 −Ass 0 −Ass Bss 0
0 Ass −Bss 0 −Bss 1

]

=
1

(s + k2 + k−1)(s + k3 + k−2) − k2k−2
·

[

s + k3 + k−2 −Ass(s + k3) −Bssk−2 . . .
k2 Ass(s + k−1) −Bss(s + k2 + k−1) . . .

. . . −Ass(s + k3 + k−2) Bss(s + k3) k−2

. . . −Assk2 Bss(s + k−1) s + k2 + k−1

]

from which the elementHB,k2
(s) is found as

HB,k2
(s) =

∆B(s)

∆k2(s)
=

Ass(s + k−1)

(s + k2 + k−1)(s + k3 + k−2) − k2k−2
(A8)

which is identical to Eq. 5 in the main paper.

Amount of Released/AbsorbedB during Adaptation in Motif M1* (Fig. 4)
Setting Eqs. A1 and A2 (see above) to zero, with the additional condition thatk−1 =
k−2 = k−3 = 0, we get the steady state concentrations inA andB asAss = k1/k2 and
Bss = k1/k3, respectively. Att = 0 we assume thatA(0) = Ass andB(0) = Bss, and
thatk2 undergoes a step-wise change tof ·k2 with f > 0 andf 6= 1.

For t ≥ 0 the response kinetics ofA andB are calculated as:

A(t) =
Ass

f

(

1 + (f − 1)e−fk2t

)

(A9)

B(t) = Bss +
k1(f − 1)

k3 − fk2

(

e−fk2t − e−k3t

)

(A10)

The amount of released or absorbedB during the robust perfect adaptation ofB is
calculated by using the integral

I(t) =

∫

(

B(t) − Bss

)

dt =
k1(f − 1)

k3 − fk2

(e−k3t

k3
−

e−fk2t

fk2

)

+C (A11)
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Becauselimt→∞ I(t) = 0 andI(0) = −f−1
f
· k1

k2k3
we get

∫

∞

0

(

B(t) − Bss

)

dt = lim
t→∞

I(t) − I(0) =
f − 1

f
·

k1

k2k3
(A12)

Influence of Negative Feedback and Positive Feedforward on Adaptation
Feedback and feedforward loops are common regulatory elements. We illustrate here
with a few examples how negative feedback and positive feedforward can affect adap-
tation (a description of all possible combinations of negative/positive feedback/feedforward
loops is beyond the scope of this paper). First we consider anextension of motif M2
in the main paper by including a negative feedback from intermediateBn to k1:
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(M6)

with the inhibition term (to be multiplied withk1) 1
KI+Bn

. KI is the inhibition constant.
The legends of Figs. S1a and b give the rate equations and numerical values forKI and
rate constants. The transfer function fromk2 to Bn (n ≥ 2), HBn,k2

(s), is given by:

HBn,k2
(s) =

∆Bn(s)

∆k2(s)
=

Ass·s

n+1
∏

i=3

ki

1
(KI+Bn,ss)2

n+1
∏

i=1

ki +
n+2
∏

i=2

(s + ki)

(A13)

From Eq. A13 we gets = 0 as the only solution to the numerator polynomialn(s) =
0, i.e., a zero in origo independent of the rate constants. Thetransfer functions for
intermediatesB1 to Bn−1 show slightly different structures, but they all have a zeroin
origo (data not shown). Hence, a step ink2 results in robust perfect adaption for each
Bi-intermediate.HBn,k2

(s) has both real and complex-conjugated poles, which results
in an underdamped response (over- and undershooting) in theperfect adaptedBi’s
(Fig. S1a). For highKI values the response becomes overdamped (Fig. S1b), which is
due to the fact that the real pole dominates over the complex-conjugated poles asKI

increases. In case the negative feedback fromBn is acting downstream ofk2, at ki’s
with i > 2, all Bi’s show robust perfect adaptation. If the perturbing step isapplied to
kn+2, i.e., at the end of the network, none of theBi’s show perfect adaptation.
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To illustrate the influence of positive feedforward, we consider two cases each shown
in scheme M7.

A B
1

k
1
 k

3
 k

2
 

A B
1

k
1
 k

3
 k

2
 

B
2

k
4
 

K
act

K
act

...
B

2

k
4
 k

n+1
 

B
n

k
n+2

 

...B
n-1

k
n+1

 

B
n

k
n+2

 

B
n-1

(M7)
In the left scheme of M7A acts positively onkn+1, while in the right schemeB1 acts
positively onkn+1. In each case the positive feedforward loop is realized by multiply-
ing in the rate equationskn+1 with the factorsKactA or KactB1, respectively, where
Kact is an ”activation constant”. In the caseA acts positively onkn+1, concentration
Bn−1 is not perfectly adapted, becauseA does not show perfect adaptation. All other
Bi’s show robust perfect adaptation. The transfer function from k2 to Bn, HBn,k2

(s)
for n ≥ 3, is given as:

HBn,k2
(s) =

∆Bn(s)

∆k2(s)
=

−Kact·Ass·s·kn+1

(

Bn−1,ss

n
∏

i=3

(s + ki) − Ass

n
∏

i=3

ki

)

( n
∏

i=2

(s + ki)

)

(

s + Kact·Ass·kn+1

)(

s + kn+2

)

(A14)
HBn,k2

(s) has several zeros. Based on the fact that there is a zero in origo (s = 0)
to the solutionn(s) = 0, independent of the rate constants,Bn shows robust perfect
adaptation. However, the total response inBn will be influenced by the other zeros as
indicated in Fig. 2 of the main paper.

In case intermediateB1 acts positively onkn+1 (the right scheme in M7) allBi’s are
robust perfectly adapted. The transfer function fromk2 to Bn, HBn,k2

(s) for n ≥ 4, is
given as:

HBn,k2
(s) =

∆Bn(s)

∆k2(s)
=

Kact·Ass·s·kn+1

(

Bn−1,ss·s

n
∏

i=4

(s + ki) + Bss

n
∏

i=3

ki

)

( n
∏

i=2

(s + ki)

)

(

s + Kact·Bss·kn+1

)(

s + kn+2

)

(A15)
Figs. S1c and d show response kinetics of the two cases in M7 for n = 4.
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Fig. S1.Perfect adaptation kinetics inB1 to B4 for negative feedback scheme M6 (n = 4). The
step perturbation is applied tok2 with (a) KI = 0 (strong inhibition) and (b)KI = 5.0 (weak
inhibition). The rate equations are:dA/dt =

k1

KI+B4
− k2·A, dB1/dt = k2·A − k3·B1, and

dBi/dt = ki+1·Bi−1−ki+2·Bi, i = 2, . . . 4 with all rate constants equal to 1.0. (c) Adaptation
kinetics for left scheme in M7 (n = 4, and step-wise perturbation ofk2) whereA is acting
positively onk5 with rate equations:dA/dt = k1 − k2·A, dB1/dt = k2·A− k3·B1, dB2/dt =

k3·B1 − k4·B2, dB3/dt = k4·B2 −Kact·A·k5·B3, dB4/dt = Kact·A·k5·B3 − k6·B4. All rate
constant values andKact are set to 1.0. (d) Similar system as in (c) butB1 is acting positively
on k5 (right scheme in M7,n = 4). All rate constants andKact are set to 1.0. Note that allBi

show robust perfect adaptation, butB3 is the only intermediate which shows different adapta-
tion kinetics (undershooting).
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Derivation of Eq. 9 for motif M5
From motif M5 the following relationship holds at steady state

Ass =
k1

k2

(A16)

Iss =
k5

k6

(A17)

Moreover, the following differential equation can be foundfor the dynamics of inter-
mediateR∗

a:
dR∗

a(t)

dt
= −k4

k5

k6
R∗

a(t) + k3
k1

k2
Ri(t) (A18)

Assuming steady state, i.e.dR∗

a(t)
dt

= 0 gives

k2k4k5R
∗

a,ss = k1k3k6Ri,ss (A19)

Using the fact that
Rtot = R∗

a,ss + Ri,ss (A20)

gives

k2k4k5R
∗

a,ss = k1k3k6(Rtot − R∗

a,ss) (A21)

which again can be organized as

R∗

a,ss =
k1k3k6

k1k3k6 + k2k4k5
Rtot (A22)

Derivation of the Transfer functions for motif M5
According to Table 1 there are sixkj → ki substitutions that give perfect adaptation
in both R∗

a andRi. In the following the individual substitutions and corresponding
transfer functions for perfect adaptation sites are presented in more detail.

1. Substitutionk2 → k3 wherek2 = αk3 produces the following transfer function
from ∆k3(s) to ∆R∗

a(s)

H(s) =
∆R∗

a(s)

∆k3(s)
=

AssRi,ss·s

(s + αk3)(s + k3Ass + k4Iss)
(A23)

As can be seen, this transfer function has a zero in origo.
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2. Substitutionk2 → k6 wherek2 = αk6 produces the following transfer function
from ∆k6(s) to ∆R∗

a(s)

H(s) =
∆R∗

a(s)

∆k6(s)

= −

(

(k3αRi,ssAss + k4Iss(Ri,ss − Rtot))·s

(s + αk6)(s + k3Ass + k4Iss)(s + k6)

+
k3αk6Ri,ssAss + k4αk6Iss(Ri,ss − Rtot)

(s + αk6)(s + k3Ass + k4Iss)(s + k6)

)

(A24)

In order to show that this transfer function actually has a zero in origo, we have
to use Eq. A19 and Eq. A20 such that the real part of the denominator of Eq.A24
can be written as (usingk2 = αk6, Eq. A17 and Eq. A16)

k3αk6Ri,ssAss + k4αk6Iss(Ri,ss − Rtot) = k3k2Ri,ss

k1

k2
+ k4k2

k5

k6
(Ri,ss − (R∗

a,ss + Ri,ss))

= k1k3k6Ri,ss − k2k4k5R
∗

a,ss (A25)

Hence, by inserting Eq. A19 into Eq. A25, it is shown that the real part of the
denominator is zero, and the solution ton(s) = 0 in Eq. A24 iss = 0. Therefore,
the transfer function in Eq. A24 can be written

H(s) =
∆R∗

a(s)

∆k6(s)
= −

(k3αRi,ssAss + k4Iss(Ri,ss − Rtot))·s

(s + αk6)(s + k3Ass + k4Iss)(s + k6)
(A26)

which has a zero in origo.

3. Substitutionk4 → k1 wherek4 = αk1 produces the following transfer function
from ∆k1(s) to ∆R∗

a(s)

H(s) =
∆R∗

a(s)

∆k1(s)

=
αIss(Ri,ss − Rtot)·s + k3Ri,ss + k2αIss(Ri,ss − Rtot)

(s + k2)(s + k3Ass + αk1Iss)
(A27)

In order to show that this transfer function actually has a zero in origo, we have
to use Eq. A19 and Eq. A20 such that the real part of the denominator of Eq.A27
can be written as (usingk5 = αk1 and Eq. A17)

k3Ri,ss + k2αIss(Ri,ss − Rtot) = k3Ri,ss + k2αIss(Ri,ss − (R∗

a,ss + Ri,ss))

= k3Ri,ss − k2αIssR
∗

a,ss

= k1k3Ri,ss − αk1k2IssR
∗

a,ss

= k1k3k6Ri,ss − k2k4
k5

k6
k6R

∗

a,ss

= k1k3k6Ri,ss − k2k4k5R
∗

a,ss (A28)
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Hence, by inserting Eq. A19 into Eq. A28, it is shown that the real part of the
denominator is zero, and the solution ton(s) = 0 in Eq. A27 iss = 0. Therefore,
the transfer function in Eq. A27 can be written

H(s) =
∆R∗

a(s)

∆k1(s)
=

αIss(Ri,ss − Rtot)·s

(s + k2)(s + k3Ass + αk1Iss)
(A29)

which has a zero in origo.

4. Substitutionk4 → k6 wherek4 = αk6 produces the following transfer function
from ∆k6(s) to ∆R∗

a(s)

H(s) =
∆R∗

a(s)

∆k6(s)
=

αIss(Ri,ss − Rtot)s

(s + k3Ass + αk6Iss)(s + k6)
(A30)

As can be seen, this transfer function has a zero in origo.

5. Substitutionk5 → k1 wherek5 = αk1 produces the following transfer function
from ∆k1(s) to ∆R∗

a(s)

H(s) =
∆R∗

a(s)

∆k1(s)

=
(k3Ri,ss + αk4(Ri,ss − Rtot))·s + k3k6Ri,ss + αk2k4(Ri,ss − Rtot)

(s + k2)(s + k3Ass + k4Iss)(s + k6)
(A31)

In order to show that this transfer function actually has a zero in origo, we have
to use Eq. A19 and Eq. A20 such that the real part of the denominator of Eq.A31
can be written as (usingk5 = αk1)

k3k6Ri,ss + αk2k4(Ri,ss − Rtot) = k3k6Ri,ss + αk2k4(Ri,ss − (R∗

a,ss + Ri,ss))

= k3k6Ri,ss − αk2k4R
∗

a,ss

= k1k3k6Ri,ss − αk1k2k4R
∗

a,ss

= k1k3k6Ri,ss − k2k4k5R
∗

a,ss (A32)

Hence, by inserting Eq. A19 into Eq. A32, it is shown that the real part of the
denominator is zero, and the solution ton(s) = 0 in Eq. A31 iss = 0. Therefore,
the transfer function in Eq. A31 can be written

H(s) =
∆R∗

a(s)

∆k1(s)
=

(k3Ri,ss + αk4(Ri,ss − Rtot))·s

(s + k2)(s + k3Ass + k4Iss)(s + k6)

which has a zero in origo.
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6. Substitutionk5 → k3 wherek5 = αk3 produces the following transfer function
from ∆k3(s) to ∆R∗

a(s)

H(s) =
∆R∗

a(s)

∆k3(s)
=

AssRi,ss·s + AssRi,ssk6 + k4α(Ri,ss − Rtot)

(s + k3Ass + k4Iss)(s + k6)
(A33)

In order to show that this transfer function actually has a zero in origo, we have
to use Eq. A19 and Eq. A20 such that the real part of the denominator of Eq.A33
can be written as (usingk5 = αk3 and Eq.A16)

AssRi,ssk6 + k4α(Ri,ss − Rtot) = AssRi,ssk6 + k4α(Ri,ss − (R∗

a,ss + Ri,ss))

= AssRi,ssk6 − k4αR∗

a,ss

=
k1

k2

Ri,ssk6 − k4αR∗

a,ss

= k1k3k6Ri,ss − k2k4αk3R
∗

a,ss

= k1k3k6Ri,ss − k2k4k5R
∗

a,ss (A34)

Hence, by inserting Eq. A19 into Eq. A34, it is shown that the real part of the
denominator is zero, and the solution ton(s) = 0 in Eq. A33 iss = 0. Therefore,
the transfer function in Eq. A33 can be written

H(s) =
∆R∗

a(s)

∆k3(s)
=

AssRi,ss·s

(s + k3Ass + k4Iss)(s + k6)
(A35)

which has a zero in origo.
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